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I) Introduction

A decision support system based on a predictive model is vital 
to save patients in high risk of developing severe 
complications. This is specially the case in outbreaks where 
the clinicians need to take a triaging decision on whether a 
patient should be hospitalized. A certain decision sometimes 
could not be taken based solely on symptoms and available 
diagnosis test measurements, but the data collectively could 
be useful to allow reliable decisions based on predictive 
models developed by machine learning. 

Artificial intelligence has been progressed in different areas 
specifically in computational platforms allowing researchers 
with clinical background to implement complex models for 
disease diagnosis or prognosis based on a wide variety of 
data. An important challenge is to first formulate the problem 
based on the data and hypotheses and design machine 
learning pipeline satisfying multiple important objectives 
such as interpretability, and cost-efficiency. 

In projects with clinical AI as methodology, a primary aim is to 
develop a model that the clinicians could have clear 
understanding on how each feature (predictor) contributes to 
the predictions. This is of high clinical value both on individual 
level for personalized medicine and on subgroups of patients 
under the study.

Explainable approach: clear 
input-output associations 
such as logistic regression
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II) Methodology

We used (SHapley Additive exPlanations) SHAP for model interpretability that came from the game 
theory in which the contribution of each factor (feature or predictor) could be quantified. The 
method could be computationally expensive in cases where there is a high number of features and 
samples (instances or patients). Typically, the number of features should be low enough that a 
human expert could keep track of when interpreting the result of a prediction. We present and 
discuss quality control steps for data filtering and present useful approach towards more detailed 
interpretability analyses using SHAP value clustering and interpretability based on correct 
predictions. 

Here we present a real-world case from Sri Lanka where seasonal outbreaks occur due to Dengue 
infections (a viral infection caused by stings from dengue mosquito). The aim is to identify the 
patients developing plasma leakage based on routine clinical meta data and blood test 
measurements in the first four days of patient admission with suspected dengue infection. We 
present the results from using logistic regression as learner in comparison with more complex 
models where interpretability is crucial. We also discuss the merits and bottlenecks of both 
methods.

Total data:
877 patients

4,781 instances × 112 features

The Colombo Dengue Study (CDS)
Basic characteristics: 877×45 (row×column)

Basic characteristics covering all observation days (min=0 max=16): 
4,401×45 

Prothrombin time (PT): 98×5
Dengue signs and symptoms (DSS): 1,829×25
Biochemical metrics report (BMR): 2,017×23

Full blood count (FBC): 2,694×8
Ultrasound data (ULSD): 1,187×6

Instances (data points) are connected by patient ID and observation 
day starting from day 0 (D0)

3,322 instances from 702 patients

Exclude instances with 
missing outcome or 

obtained on plasma leakage 
date or later

70% of patients for model 
development

30% of patients for model 
testing

Data split and exclude 
instances of D4 or after

MDL feature selection algorithm to select a set of selected features from the total of 43 
features using 90% of randomly selected instances from the development set

Initial feature filtering: removal of 29 features as 
being clinically irrelevant

One-hot encoding of 37 categorical features

a) Data cleaning b) Feature filtering and selection

2 learners: random forest and LightGBM trained and tested using nested cross validation (we also present the results for a single learner: 
logistic regression)

- Inner loop for hyperparameter tuning: 2 repeated random subsampling with 80% of the development set for training and 20% for 
validation)

- Outer loop: 5-fold cross validation with 2 repetitions

Training using the whole development set to create a final model

c) internal validation

d) Evaluation and interpretation

Evaluate the final model’s performance using the test set

Extract feature contributions to the prediction using the Shapley method 
and Kmeans clustering to explain distribution of SHAP values and feature 

interactions

Removal of constant or semi-constant features (>90% identical)

Binary classification (2 classes):
noPL: no prospective diagnosis of plasma leakage
PL: prospective diagnosis of plasma leakage

model fairness (dengue vs. non-dengue patients)

Removal of instances with >50% missingness

Removal of instances with >50% missingness (after feature selection)

Removal of missing features (>90% missingness)

Removal of instances with >50% missingness 
(across selected features from feature 

selection)
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385 instances (172 
patients)

649 instances (374 
patients)
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III) Results
Machine learning pipeline 

Model evaluations Post-prediction steps

IV) Conclusion

We showcase the importance and challenges of interpretability analyses in clinical AI 
studies here focused on dengue infection. The presented ML pipeline to utilize 
explainable models such as logistic regression or more sophisticated ensemble models. 
The pipeline allows post-prediction analyses for interpretability where the contribution 
of features could be analyzed on individual level and model usability could be assessed 
for different subgroups of patients. 
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Logistic regression (based on 702 
records due to missingness)
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4 SHAP-based clusters describing subgroups of patients with different feature contributions
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SHAP decision plot – test set (ensemble model)

SHAP decision plot – test set (logistic regression)
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